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Abstract. The notion of double depth associated with quasi-Jacobi forms allows distinguishing,
within the algebra JS∞ of quasi-Jacobi singular forms of index zero, certain significant subalgebras
(modular-type forms, elliptic-type forms, Jacobi forms). We study the stability of these subalgebras
under the derivations of JS∞ and through certain sequences of bidifferential operators constituting
analogs of Rankin-Cohen brackets or transvectants.
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1. Introduction

This article presents an analytical and algebraic study of singular quasi-Jacobi forms of index
zero. It particularly examines the stability under derivations of certain significant subalgebras
(elliptic forms, quasi-Jacobi forms of quasielliptic type, quasi-Jacobi forms of quasimodular
type), with the aim of constructing sequences of bidifferential operators that constitute formal
deformations of these algebras, namely, Rankin-Cohen brackets or transvectants.

For the actions (parameterized by a nonnegative integer, the weight) of the modular group
SL(2,Z) on the algebra of functions of a complex variable τ in the Poincaré half-plane H with
values in C, it is well known that the algebra M of modular forms (graded by weight) is not stable
under the derivation �τ . There are at least two ways to overcome this obstruction. The first is
to canonically construct a sequence of bidifferential operators in �τ , known as Rankin-Cohen
brackets, which stabilize M (cf. [26]) and which also constitute (cf. [2], [6], and [26]) a formal
deformation of the algebra M (in the sense of [12, Chapter 13]). The second is to define above
M the algebra M∞ of quasimodular forms, which is by construction stable under �τ , graded
by weight, and filtered by depth (cf. [26], [18]). These two points of view are closely related
since one method to show the stability of M by Rankin-Cohen brackets involves extending their
definition to the algebra M∞ (see [25, Section 5] or [6, Proposition 9]). A similar approach is
proposed in this article for the action of the Jacobi group on functions in two variables. It requires
revisiting various notions scattered throughout the literature on Jacobi forms and quasi-Jacobi
forms in a formalized and unified context (see for example [22], [13], [7], [8]).

In what follows, we consider the actions (parameterized by two nonnegative integers, the
weight and the index) of the Jacobi group SL(2,Z)⋉Z

2 on functions of two complex variables
(τ,z) from H×C to C. The notion of a singular Jacobi form follows from this (definition 6), with
the term singular referring here to the analytical assumptions of periodicity and meromorphy
necessary, which we clarify further in Definition 4. Denoting JSk as the vector space of singular
Jacobi forms of index zero and weight k, Theorem 8 describes the graded algebra JS =

⊕
JSk

as the algebra of polynomials C[℘,�z℘,e4], where ℘ is the Weierstraß function and e4 is the
Eisenstein series of weight 4. Thus, it coincides with the algebra of elliptic forms in the sense of
Definition 1. The end of the first section of the article is devoted to determining (proposition 9)
the dimension of the subspaces JSk .

The algebra JS, like its subalgebra M, is not stable under the derivation �τ . This leads to the
introduction in Section 2 of the notion of singular quasi-Jacobi forms of index zero, to which are
attached by construction a weight k ∈Z≥0 and a double depth (s1, s2) ∈Z2

≥0 (see Definition 13).
These singular quasi-Jacobi forms are structured into an algebra JS∞ graded by weight and
doubly filtered by depth, which Theorem 23 describes as the algebra of polynomials in five
variables JS∞ = C[℘,�z℘,e4,e2,E1], where e2 is the Eisenstein series of weight 2 and depth (1,0),
and E1 is the first shifted Eisenstein function of weight 1 and depth (0,1). The two intermediate
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subalgebras JS∞,0 = C[℘,�z℘,e4,e2] and JS0,∞ = C[℘,�z℘,e4,E1] between JS and JS∞ correspond
to quasi-Jacobi forms of depth (s1,0) and (0, s2), respectively named quasimodular type and
quasielliptic type.

Section 3 of the article is dedicated to constructing formal deformations on each of the
four algebras involved and their connections with the classical Rankin-Cohen brackets on the
subalgebra M. The derivation �τ of JS∞ being homogeneous of degree 2 for the weight, we can
introduce in Proposition 30 Rankin-Cohen brackets on JS∞ that constitute a formal deformation
of JS∞ (see [2] and [6], following the principle initiated in [25]). Using the general algebraic
arguments of [6, Theorem 6], we demonstrate in Theorem 31 that the subalgebra JS0,∞ is stable
under these brackets, which extend those classically defined on M. The same method allows us
to obtain in Theorem 35 a formal deformation of the algebra JS of elliptic forms extending the
Rankin-Cohen brackets on M by considering this time bidifferential operators in the derivation
d = �τ + 1

4 E1 �z (see also with a different proof [13, Proposition 2.15]). For the case of quasi-
Jacobi forms of quasimodular type, it is through a very different strategy based on the notion of
transvectants from classical invariant theory (see [17]) that we obtain in Theorem 47 a formal
deformation of the algebra JS∞,0.

2. Singular Jacobi forms

2.1. Elliptic functions associated with a lattice. [9, Chapter V] Let R be a lattice in C. A
meromorphic function f : C→C is said to be elliptic for R if

∀z ∈C ∀w ∈ R f (z+w) = f (z).

A fundamental example of such a function is the Weierstraß function associated with the lattice
R defined by

∀z ∈C−R ℘R(z) =
1
z2 +

∑
w∈R−{0}

(
1

(z −w)2 −
1
w2

)
.

Every even elliptic function is a rational function with complex coefficients in ℘R [9, Proposi-
tion V.3.2]. For every even integer k ≥ 4, we define the complex number

ek,R =
∑

w∈R−{0}
w−k .

The function ℘R satisfies the differential equation(
℘′R

)2
= WR(℘R) with WR(X) = 4(X3 − 15e4,RX − 35e6,R) ∈C[X]. (1)

If P1, Q1, P2, and Q2 are rational functions, we then have(
P1(℘R) +Q1(℘R)℘′R

)(
P2(℘R) +Q2(℘R)℘′R

)
=

(
P3(℘R) +Q3(℘R)℘′R

)
with

P3 = P1P2 + WRQ1Q2 and Q3 = P1Q2 +Q1P2.

In particular, if P and Q are two rational functions in C(X) and if

P̃ =
P

P 2 −WRQ2 and Q̃ = − Q

P 2 −WRQ2 ,

then (
P (℘R) +Q(℘R)℘′R

)(
P̃ (℘R) + Q̃(℘R)℘′R

)
= 1.

Thus, the set
E(R) = C (℘R)⊕C (℘R)℘′R
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is a field. Since C (℘R) is the field of even elliptic functions, and since if f is elliptic and odd,
then the quotient f /℘′R is elliptic and even, we conclude that the field E(R) is the set of elliptic
functions for R.

2.2. Elliptic forms. For all λ ∈C∗, we have

℘λR(z) = λ−2℘R
(
λ−1z

)
(2)

ek,λR = λ−k ek,R (3)

so that we can restrict ourselves to representatives of the equivalence classes of lattices by
complex homothety. Any lattice having a basis (w1,w2) with w2/w1 belonging to the Poincaré
half-planeH of complex numbers with strictly positive imaginary part, we restrict to the lattices
Z⊕ τZ with τ ∈ H.

We then define, for every even integer k ≥ 4, the Eisenstein function of weight k by

ek : H → C

τ 7→ ek,Z⊕τZ .

This is a modular form of weight k on SL(2,Z) whose Fourier expansion1 is given by

ek(τ) =
2k |Bk |
k!

πk

1− 2k
Bk

+∞∑
n=1

σk−1(n)e2iπnτ

 (k ≥ 4 even). (4)

We define e2 by extending this equality to k = 2. The function e2 is not a modular form.
In a similar manner, we define the Weierstraß function by

℘ : H×C → C

(τ,z) 7→ ℘
Z⊕τZ(z).

Definition 1. We call an elliptic form any element of the ring C[℘,�z℘,e4] and an elliptic function
any element of the field of fractions C(℘,�z℘,e4).

Remark 2. We will also denote by ek the two-variable function induced by the Eisenstein function
of weight k, and we shall still call it the Eisenstein function of weight k:

ek : H×C → C

(τ,z) 7→ ek(τ) (k ≥ 2 even). (5)

Remark 3. Our use of the term elliptic refers to the theory of elliptic functions associated with
a fixed lattice, described using the Weierstraß function associated with that lattice and its
derivative. The intention to “free” the lattice requires adding e4 and e6. The differential equation

(�z℘)2 − 4℘3 + 60e4℘+ 140e6 = 0 (6)

then forces us to remove the function e6 from the generators: indeed, it can be expressed as a
polynomial in the algebraically independent functions ℘, �z℘, and e4 (see Theorem 8). We will
give another independent proof of (6) later in this text (see equation (31)).

2.3. Singular Jacobi forms of index zero.

1The integer σk−1(n) is
∑

d|n d
k−1. The sequence (Bn)n≥0 is defined by the generating series:

t

et − 1
=

+∞∑
n=0

Bn
tn

n!
.
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2.3.1. Action of the Jacobi group on H×C et CH×C. The multiplicative group G = SL(2,Z) acts on
the additive group H = Z

2 from the right by

∀g =
(
a b
c d

)
∈ G, ∀Λ = (λ,µ) ∈H, Λg = (λa+µc,λb+µd)

The Jacobi group is the semidirect product G ⋉H = SL(2,Z)⋉Z
2 which is derived from this,

with the product
∀g,g ′ ∈ G, ∀Λ,Λ′ ∈H, (g,Λ)(g ′ ,Λ′) = (gg ′ ,Λg ′ +Λ′).

The groups G and H act on H×C from the left as follows:

∀g =
(
a b
c d

)
∈ G, ∀(τ,z) ∈ H×C, g(τ,z) =

(
aτ + b
cτ + d

,
z

cτ + d

)
,

∀Λ = (λ,µ) ∈H, ∀(τ,z) ∈ H×C, Λ(τ,z) = (τ,z+λτ +µ).

This leads to a right action |G of G = SL(2,Z) and a right action |H of H = Z
2 on the algebra of

functions CH×C defined by

∀g =
(
a b
c d

)
∈ G, ∀f ∈CH×C, f |Gg : (τ,z) 7→ f

(
aτ + b
cτ + d

,
z

cτ + d

)
(7)

∀Λ = (λ,µ) ∈H, ∀f ∈CH×C, f |HΛ : (τ,z) 7→ f (τ,z+λτ +µ). (8)

These two actions are compatible in the sense that

∀g ∈ G, ∀Λ ∈H, ∀f ∈CH×C, (f |Gg)|HΛg = (f |HΛ)|Gg.
This allows us to deduce a right action of the Jacobi group SL(2,Z)⋉Z

2 on the algebra of
functions CH×C:

∀g ∈ G, ∀Λ ∈H, ∀f ∈CH×C, f |G⋉H (g,Λ) = (f |Gg)|HΛ. (9)
In other words, for every (τ,z) ∈ H×C,

f |G⋉H

((
a b
c d

)
, (λ,µ)

)
(τ,z) = f

(
aτ + b
cτ + d

,
z+λτ +µ

cτ + d

)
. (10)

More generally, if ν is a map from SL(2,Z)⋉Z
2 to C

H×C, then the map

(f , (g,Λ)) 7→ ν(g,Λ) (f |G⋉H (g,Λ)) (11)

defines a right action of the Jacobi group on the algebra C
H×C if and only if ν is a 1-cocycle for

the action (9), meaning it satisfies

ν ((g,Λ)(g ′ ,Λ′)) = (ν(g,Λ)|G⋉H (g ′ ,Λ′))ν(g ′ ,Λ′). (12)

Such a 1-cocycle ν can be obtained from a 1-cocycle νG for the action (7) of G and a 1-cocycle νH
for the action (8) of H by setting

∀(g,Λ) ∈ G⋉H, ν(g,Λ) = (νG(g)|HΛ)νH (Λ) (13)

which satisfies relation (12) if and only if we have the compatibility condition

∀(g,Λ) ∈ G⋉H, (νG(g)|HΛg)νH (Λg) = νG(g) (νH (Λ)|Gg) . (14)

Let j : SL(2,Z)→C
H×C and ℓ : SL(2,Z)→C

H×C be defined for g =
(
a b
c d

)
and (τ,z) ∈ H×C by

j(g)(τ,z) = cτ + d, ℓ(g)(τ,z) = e
(
− cz2

cτ + d

)
where e : ξ 7→ exp(2iπξ). These are 1-cocycles of SL(2,Z) into C

H×C. For all nonnegative integers
k and m, the application jkℓm is therefore also a 1-cocycle.
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Let p : Z2→C
H×C be defined for Λ = (λ,µ) and (τ,z) ∈ H×C by

p(Λ)(τ,z) = e(λ2τ + 2λz).

This is a 1-cocycle of Z2 into C
H×C. For every nonnegative integer m′ , the application pm

′
is also

a 1-cocycle.
Following the construction of (13), we then consider the application

νk,m,m′ : SL(2,Z)⋉Z
2 → C

H×C

(g,Λ) 7→
(
(jkℓm)(g)|

Z
2Λ

)
pm
′
(Λ).

The compatibility condition (14) is satisfied if and only if m′ = m, and we deduce that νk,m,m =
νk,m is a 1-cocycle for the action (11) of SL(2,Z)⋉Z

2.
Finally, if k and m are nonnegative integers, we define an action of SL(2,Z)⋉Z

2 on C
H×C by(

f |k,mA
)
(τ,z) = (cτ + d)−k em

(
−
c(z+λτ +µ)2

cτ + d
+λ2τ + 2λz

)
f

(
aτ + b
cτ + d

,
z+λτ +µ

cτ + d

)
(15)

for any A = (g,Λ) =
((

a b
c d

)
, (λ,µ)

)
∈ SL(2,Z)⋉Z

2, with em(ξ) = exp(2imπξ).

2.3.2. Definition and fundamental examples.

Definition 4. A function f : H×C→C is singular if:
• for all τ ∈ H, the function z 7→ f (τ,z) is 1-periodic, meromorphic on C, and its only poles

are the points of the lattice Z⊕ τZ, all of the same order, which is independent of τ ;
• the function τ 7→ f (τ,z) is 1-periodic;
• the Laurent coefficients of z 7→ f (τ,z) at 0 are holomorphic functions onH and at infinity.

We denote by S the set of singular functions.

Remark 5. Let us clarify the third condition: let An be the n-th Laurent coefficient of z 7→ f (τ,z)
at 0. By the second condition, the functions An are 1-periodic. We therefore require that they be
holomorphic on H and have a Fourier expansion of the form

An(τ) =
+∞∑
r=0

Ân(r)e(rτ).

Definition 6. Let k and m be nonnegative integers. A singular function f : H×C → C is a
singular Jacobi form2 of index m and weight k if it satisfies f |k,mA = f for all A ∈ SL(2,Z)⋉Z

2.

Explicitly, a singular function is a singular Jacobi form of index m and weight k if and only if
it satisfies the following two relations:

• for all (λ,µ) ∈Z2,

f (τ,z+λτ +µ) = e−2iπm(λ2τ+2λz)f (τ,z) ; (16)

• for all
(
a b
c d

)
∈ SL(2,Z),

f

(
aτ + b
cτ + d

,
z

cτ + d

)
= e2iπmcz2/(cτ+d)(cτ + d)kf (τ,z) ; (17)

Remark 7. After circulating an initial version of this work, Jan-Willem M. van Ittersum informed
us about his article [23], in which he introduces the concept of strictly meromorphic Jacobi form.
We propose an alternative presentation of a particular case of his and, in particular, we emphasize
the analytical context by avoiding the notion of meromorphic form in several variables.

2The definition of meromorphic Jacobi forms does not seem to be established. We draw inspiration from [16, § 3.2].
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We fix a matrix g =
(
a b
c d

)
in SL(2,Z) and (λ,µ) ∈Z2. We have

℘

(
aτ + b
cτ + d

,
z

cτ + d

)
= ℘

Z⊕ aτ+b
cτ+dZ

( z
cτ + d

)
.

Now, Z⊕ aτ+b
cτ+dZ = 1

cτ+d (Z⊕ τZ), the equality (2) then implies

℘
Z⊕ aτ+b

cτ+dZ

( z
cτ + d

)
= (cτ + d)2℘

Z⊕τZ(z)

that is to say

℘

(
aτ + b
cτ + d

,
z

cτ + d

)
= (cτ + d)2℘(τ,z). (18)

On the other hand, by the definition of elliptic functions

℘ (τ,z+λτ +µ) = ℘(τ,z). (19)

Let us denote �z = �/�z. By differentiating (18) and (19), we find

(�z℘)
(
aτ + b
cτ + d

,
z

cτ + d

)
= (cτ + d)3 �z℘(τ,z). (20)

and
(�z℘) (τ,z+λτ +µ) = �z℘(τ,z). (21)

With the convention described in Remark 2, the function e4 satisfies the equation

e4

(
aτ + b
cτ + d

,
z

cτ + d

)
= (cτ + d)4 e4(τ,z). (22)

The Laurent expansion of ℘ is given by

℘(τ,z) =
1
z2 +

+∞∑
n=1

(2n+ 1)e2n+2(τ)z2n (23)

[9, Proposition V.2.5], which shows that ℘ (and thus �z℘) are singular.
The relations (18) to (23) thus show that ℘,�z℘ and e4 are singular Jacobi forms of index zero

and weights 2,3, and 4, respectively. The remainder of the section aims to clarify the analytical
framework of Proposition 2.8 of [13]. This is a new response to a similar objective pursued
by [23, Proposition 2.7].

Theorem 8. (1) The functions ℘,�z℘ and e4 are algebraically independent.
(2) The algebra of elliptic forms is graded by weight. We denote JS = C[℘,�z℘,e4] =

⊕
k∈Z≥0

JSk

where JSk is the set of elements
∑

(a,b,c)∈Z3
≥0

2a+3b+4c=k

α(a,b,c)℘a (�z℘)b ec4 with α(a,b,c) ∈C.

(3) For all k ≥ 0, JSk is the set of singular Jacobi forms of index zero and weight k.

Proof. Let us first show the algebraic independence of ℘, �z℘, and e4. For all τ ∈ H, we have

�z℘
(
τ,

τ
2

)
= 0 according to [9, Lemma V.2.8]. Thanks to (6), there is an algebraic dependence

relation among the functions e4, e6, and ℘̃ : τ 7→ ℘(τ,τ/2):

℘̃3 − 15e4 ℘̃− 35e6 = 0.
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Since e4 and e6 are algebraically independent, we conclude that the functions e4 and ℘̃ are also
algebraically independent. Assume now that ℘, �z℘, and e4 are algebraically dependent. There

would exist an integer N ≥ 1 and a non-zero sequence of complex numbers α(i)
k,ℓ such that

N∑
i=0

fi(�z℘)i = 0 with fi =
∑
k,ℓ

α
(i)
k,ℓ eℓ4℘

k .

By specializing this equality at z = τ/2, we show that τ 7→ f0

(
τ,

τ
2

)
is zero, and by induction, all

τ 7→ fi

(
τ,

τ
2

)
are zero. By the algebraic independence of e4 and ℘̃, it follows that all the α

(i)
k,ℓ are

zero, leading to a contradiction. This proves point (1). Point (2) follows from Definition 1.
Now let us prove (3). By applying (17) to (a,b,c,d) = (−1,0,0,−1), any singular Jacobi form of

index zero and weight k is even in the variable z if k is even and odd in the variable z if k is odd.
Let f be a singular Jacobi form of index zero and weight k. For all τ , the function z 7→ f (τ,z)

is an elliptic function associated with the lattice Z⊕ τZ, whose poles are points of the lattice. In
C/Z⊕ τZ, this function therefore has at most one pole (which can be multiple), and that is at 0.

Case of even weight. If k is even, for all τ there exists Pτ ∈C[X] such that

f (τ,z) = Pτ (℘(τ,z))

and the degree n0 of Pτ is half the order of the pole of z 7→ f (τ,z) at 0 [9, Proposition V.3.1]. It is
therefore independent of τ , and there exist functions a0, . . . , an0

of H into C such that

f (τ,z) =
n0∑
j=0

aj (τ)℘(τ,z)j . (24)

Considering (17) and (18), we have
n0∑
j=0

(cτ + d)2jaj

(
aτ + b
cτ + d

)
℘(τ,z)j =

n0∑
j=0

(cτ + d)kaj (τ)℘(τ,z)j .

The family (℘j
Z⊕τZ)j∈N is linearly independent. We deduce that each aj is a weakly modular

function3 of weight k − 2j.
Let us show that the aj are holomorphic on H and at infinity. The equality between the

Laurent expansion
+∞∑
n=0

An(τ)z2n−2n0

of z 7→ f (τ,z) at 0 and the equality (24) leads, thanks to (23), to

+∞∑
n=0

An(τ)z2n =
n0∑
j=0

aj (τ)

+∞∑
r=0

ϵr (τ)z2r

j z2n0−2j

where the holomorphic functions ϵr on H are defined by ϵ0 = 1, ϵ1 = 0, and ϵr = (2r − 1)e2r
if r ≥ 2. We deduce

Ar = an0−r +
n0∑

j=n0−r+1

aj
∑

α1+···+αj=r+j−n0

ϵα1
· · ·ϵαj

.

By induction, we obtain that the functions aj are holomorphic on H and at infinity.

3In the sense of [19], that is, meromorphic on the Poincaré half-plane and satisfying modularity relations;.
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Finally, the functions aj are modular forms, hence elements of C[e4,e6]. Thus, a singular Jacobi
form of index zero and even weight is an element of C[e4,e6,℘] ⊂C[e4,℘, (�z℘)2] ⊂C[e4,℘,�z℘].

Case of odd weight. If k is odd, then f �z℘ is a singular Jacobi form of index zero and even
weight k + 3. We conclude that f �z℘ ∈ C[e4,℘, (�z℘)2] and that there exist polynomials P and Q
such that

f =
1

�z℘
P (e4,℘) +Q(e4,℘, (�z℘)2)�z℘.

For all τ ∈ H, the function z 7→ f (τ,z) does not have a pole at z = τ/2, hence

P (e4, ℘̃) = 0.

By the algebraic independence of e4 and ℘̃, the polynomial P must be zero. Thus f ∈C[℘,�z℘,e4].
□

2.3.3. Dimension ot the space JSk . For any integer k ≥ 0, a basis of the space JSk is{
℘a(�z℘)b ec4 : (a,b,c) ∈Z3

≥0,2a+ 3b+ 4c = k
}
. (25)

The equation 2a+ 3b + 4c = k is equivalent to 4a+ 6b = 2k − 8c, and since the algebra C[e4,e6]
of modular forms for SL(2,Z) is generated by a function of weight 4 and one of weight 6, we
deduce that

dimJSk =
⌊k/4⌋∑
c=0

d(2k − 8c) (26)

where for all j ∈ Z≥0, d(j) denotes the dimension of the space of modular forms of weight j,
explicitly given by

d(j) =
⌊ j

12

⌋
+
{

0 if 12 divides j − 2

1 otherwise.
(27)

Although there are no modular forms of negative weights, and d(j) should be zero for j < 0, we
adopt a different convention to proceed with the following calculations, focusing not on the
modular aspect of d but rather on its combinatorial aspect. We extend the definition of d by (27)
to all integers Z. Then, we have d(j + 12) = d(j) + 1 for all j ∈Z.

Let x be a real number, and let ∥x∥ denote the nearest integer to x (with the convention
∥n+ 1/2∥ = n for all n ∈Z).

Proposition 9. For any natural number k, the dimension dS(k) of the space of singular Jacobi forms of
index zero and weight k is given by

dS(k) = dimJSk =

∥∥∥∥∥∥ (k + 3η(k))2

48

∥∥∥∥∥∥ with η(k) =
{

1 if k is odd

2 otherwise.
(28)

The generating series of these dimensions is∑
k∈Z≥0

dS(k) · zk =
1

(1− z2)(1− z3)(1− z4)

and we have the recurrence relations:

dS(2k + 3) = dS(2k) and dS(2k + 13) = dS(2k + 1) + k + 5

for all integers k. The first values are given by

k 0 1 2 4 6 8 10 12
dS(k) 1 0 1 2 3 4 5 7
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Proof. By counting the elements of the basis (25) of JSk , we find that the generating series of dS is∑
k∈Z≥0

#
{
(a,b,c) ∈Z3

≥0 : k = 2a+ 3b+ 4c
}
zk =

∑
a∈Z≥0

z2a
∑

b∈Z≥0

z3b
∑
c∈Z≥0

z4c =
1

(1− z2)(1− z3)(1− z4)
.

We then deduce ∑
k∈Z≥0

dS(2k)zk =
1

(1− z)3(1 + z)(1 + z+ z2)

and ∑
k∈Z≥0

dS(2k + 1)zk =
z

(1− z)3(1 + z)(1 + z+ z2)
.

This immediately gives us

dS(2k) = dS(2k + 3) (29)

for all integers k. Considering (26) and the extension to Z of (27), we get

dS(2k + 13) = dS(2k + 1) +

⌊
2k+1

4

⌋
+3∑

c=
⌊

2k+1
4

⌋
+1

d(4k − 8c+ 2) + 2
⌊

2k + 1
4

⌋
+ 8.

From this, we deduce the second recurrence relation:

dS(2k + 13) = dS(2k + 1) + k + 5 (30)

for all integers k.

The function ϕ : k 7→ (k+3η(k))2

48 also satisfies the relations (29) and (30), and therefore so does

∥ϕ∥. We conclude that dS(k) =

∥∥∥∥∥∥ (k + 3η(k))2

48

∥∥∥∥∥∥ for all integers k, by comparing the values for

k ∈ {0,1,2,4,6,8,10,12}. □

Remark 10. From the generating series of (dS(k))k∈Z≥0
, we deduce that this sequence is (t(k + 3))k∈Z≥0

,
where t is the Alcuin sequence [10]. The explicit formula is then proven in [3, Theorem 1]. The
equations (29) and (30) are given in this context in [1] and proven in [11].

Remark 11. We can systematically obtain similar formulas for the dimensions of the spaces
considered in this text. A discussion on these formulas is provided in appendix.

2.3.4. Application to the differential equation of the Weierstraß function. The modular form e6 is a
singular Jacobi form of index zero and weight 6. The dimension of JS6 is 3, with a basis being(
(�z℘)2,℘3,℘e4

)
. Thus, e6 is a linear combination of these three functions. By identifying the

terms in z−6, z−2, and z0 in the Laurent expansion at z = 0, we obtain:

e6 = − 1
140

(�z℘)2 +
1

35
℘3 − 3

7
℘e4 . (31)

Thus, we recover the differential equation of the Weierstraß ℘ function, which is central in the
theory of elliptic curves [9, Theorem V.3.4].
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3. Singular quasi-Jacobi forms of index zero

3.1. Action and differentiation. The action of SL(2,Z)⋉Z
2 on H×C is given by the map H:

H : SL(2,Z)⋉Z
2 → (H×C)H×C

A = (g,Λ) =
((
a b
c d

)
, (λ,µ)

)
7→

H×C → H×C
(τ,z) 7→ A · (τ,z) =

(
aτ+b
cτ+d ,

z+λτ+µ
cτ+d

)
.

(32)

By the definition of an action, we have

H(AB) = H(A) ◦H(B). (33)

We calculate
�H
�τ

=
(

1
J2 ,−

Y
J

)
and

�H
�z

=
(
0,

1
J

)
(34)

with
J : SL(2,Z)⋉Z

2 → C
H×C((

a b
c d

)
, (λ,µ)

)
7→ H×C → C

(τ,z) 7→ cτ + d

and
Y : SL(2,Z)⋉Z

2 → C
H×C((

a b
c d

)
, (λ,µ)

)
7→

H×C → C

(τ,z) 7→
cz+ cµ− dλ

cτ + d
.

By defining
X : SL(2,Z)⋉Z

2 → C
H×C((

a b
c d

)
, (λ,µ)

)
7→

H×C → C

(τ,z) 7→ c
cτ + d

we have
� J
�τ

= XJ
�Y
�τ

= −XY
�X
�τ

= −X2 (35a)

� J
�z

= 0
�Y
�z

= X
�X
�z

= 0. (35b)

It is clear that the functions J, X, and Y are algebraically independent over C.
It follows from (35) that the algebra C[J,X,Y] is stable under the differentiation with respect

to τ and z. The proof of the following proposition shows that the notion of a cocycle allows us to
understand the derivatives of the action with respect to z and τ .

Proposition 12. We have, for the functions J, X, and Y and the action defined in (15), the following

1-cocycle relations: ∀(A,B) ∈
(
SL(2,Z)⋉Z

2
)2

J(AB) =
(
J(A)|0,0B

)
J(B), Y(AB) = Y(A)|1,0B+ Y(B), X(AB) = X(A)|2,0B+ X(B).

Proof. The first relation on J is well known and easy to verify. For the second formula, we
differentiate (33) with respect to τ . Denoting H = (H1,H2), we find:

1
J(AB)

(
1

J(AB)
,−Y(AB)

)
=
�H(A)
�τ

(H(B))
�H1(B)

�τ
+
�H(A)
�z

(H(B))
�H2(B)

�τ

which, using (34), leads to(
1

J(AB)(x)2 ,−
Y(AB)(x)
J(AB)(x)

)
=

(
1

J(A)(Bx)2 J(B)(x)2 ,−
Y(A)(Bx)

J(A)(Bx) J(B)(x)2 −
Y(B)(x)

J(A)(Bx) J(B)(x)

)
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where we have denoted x = (τ,z). Comparing the second coordinates and using the previous
formula, we obtain Y(AB)(x) = J(B)(x)−1 Y(A)(Bx) + Y(B)(x) which proves the desired relation.

Next, differentiating the cocycle relation of Y with respect to z, we find

�Y(AB)
�z

(x) =
1

J(B)(x)
�Y(A)
�τ

(Bx)
�H1(B)

�z
(x) +

1
J(B)(x)

�Y(A)
�z

(Bx)
�H2(B)

�z
(x) +

�Y(B)
�z

(x).

Thanks to (35b) and (34), we deduce

X(AB)(x) = J(B)(x)−2 X(A)(Bx) + X(B)(x).

This is the cocycle relation of X. □

3.2. Definition.

Definition 13. A singular function f : H×C→ C is called a quasi-Jacobi singular form (of index
zero), of weight k ∈Z≥0 and of depth (s1, s2) ∈Z2

≥0 if there exist
(
fj1,j2

)
0≤j1≤s1
0≤j2≤s2

∈ S (s1+1)(s2+1) such

that

∀A ∈ SL(2,Z)⋉Z
2 f |k,0A =

s1∑
j1=0

s2∑
j2=0

fj1,j2 X(A)j1 Y(A)j2 . (36)

where fs1,s2
is not identically zero. From now on, we agree to denote f |kA := f |k,0A, and we will

only consider forms of index zero. It follows from the algebraic independence of X and Y over C
that the decomposition (36) is unique. We then define Qj1,j2(f ) = fj1,j2 , and we call s1 the modular
depth of f and s2 its elliptic depth. The vector space of quasi-Jacobi singular forms of weight k
and depths less than or equal to s1 and s2 is denoted by JS≤s1,s2

k ; the vector space of quasi-Jacobi
singular forms of weight k is denoted by JS∞k .

Remark 14. The notion introduced here is consistent with that of [23, §2.4]. While that article
presents an approach via the notion of almost Jacobi form, we favor a direct approach.

Remark 15. The choice A =
((

1 0
0 1

)
, (0,0)

)
implies that Q0,0(f ) = f . This particularly implies

that JS≤0,0
k is the space JSk of Jacobi singular forms of index zero and weight k, as previously

encountered.

Remark 16. • Let f ∈ JS∞k and g ∈ JS∞ℓ , then we have f g ∈ JS∞k+ℓ and

Qi,j (f g) =
∑

(α,β,γ,δ)
α+β=i
γ+δ=j

Qα,γ (f )Qβ,δ(g).

• It follows from the algebraic independence of X,Y, and J over C that the spaces JS∞k are in

direct sum. We can therefore consider the algebra graded by the weight JS∞ =
⊕
k∈Z≥0

JS∞k ,

which we will agree to call the algebra of quasi-Jacobi singular forms.

3.3. Stability under differentiation. The derivation with respect to z is zero on the algebra M of
modular forms. However, M is not stable under differentiation with respect to τ , which justifies
the introduction of the algebra M∞ of quasimodular forms[18, 14].

The algebra JS of singular Jacobi forms is stable under differentiation with respect to z but is
not stable under differentiation with respect to τ (as will be seen later, see Remark 19 on the
facing page, (49) and (50)). Here, we show that the algebra JS∞ is stable under each of these
derivations.
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Lemma 17. Let f : H×C→C be differentiable with respect to each variable, then

� (f |kA)
�z

=
(
�f

�z

)∣∣∣∣∣∣
k+1

A (37)

and
� (f |kA)

�τ
= −k (f |kA)X(A) +

(
�f

�τ

)∣∣∣∣∣∣
k+2

A−Y(A)
(
�f

�z

)∣∣∣∣∣∣
k+1

A. (38)

Proof. The result is obtained by differentiating with respect to z and τ the definition f |kA =
J(A)−kf (H(A)), then using (34) and (35). □

Proposition 18. The algebra JS∞ is stable under differentiation with respect to z and τ . The derivation
�/�z maps JS≤s1,s2

k into JS≤s1+1,s2
k+1 ; the derivation �/�τ maps JS≤s1,s2

k into JS≤s1+1,s2+1
k+2 . Furthermore, for

f ∈ JS∞k ,

Qj1,j2

(
�f

�z

)
=
�Qj1,j2(f )

�z
+ (j2 + 1)Qj1−1,j2+1(f )

and

Qj1,j2

(
�f

�τ

)
=
�Qj1,j2(f )

�τ
+
�Qj1,j2−1(f )

�z
+ (k − j1 + 1)Qj1−1,j2(f ).

More precisely,
�

�z
JS≤s1,s2

k ⊆ JS≤s1+1,s2−1
k+1 + JS≤s1,s2

k+1

and
�

�τ
JS≤s1,s2

k ⊆ JS≤s1+1,s2
k+2 + JS≤s1,s2+1

k+2 .

Proof. Thanks to (37) and Definition 13, we find(
�f

�z

)∣∣∣∣∣∣
k+1

A =
s1∑

j1=0

s2∑
j2=0

(
�fj1,j2
�z

X(A)j1 Y(A)j2 + j2fj1,j2 X(A)j1+1 Y(A)j2−1
)
.

From this, we deduce the results related to �/�z.
Moreover, thanks to (38) and Definition 13, we find

− k (f |kA)X(A) +
(
�f

�τ

)∣∣∣∣∣∣
k+2

A−Y(A)
(
�f

�z

)∣∣∣∣∣∣
k+1

A =

s1∑
j1=0

s2∑
j2=0

(
�fj1,j2
�τ

X(A)j1 Y(A)j2 − j1fj1,j2 X(A)j1+1 Y(A)j2 − j2fj1,j2 X(A)j1+1 Y(A)j2
)
.

Using the results related to �/�z, we then find those related to �/�τ .
If f ∈ JS≤s1,s2

k , then �f
�z ∈ JS≤s1+1,s2

k+1 , but Qs1+1,s2
(�f /�z) = 0, so �f

�z ∈ JS≤s1+1,s2−1
k+1 + JS≤s1,s2

k+1 . The
inclusion for �/�τ is proved in the same way. □

Remark 19. Thus, if s2 = 0, then �f
�z ∈ JS≤s1,0

k+1 . In particular, if f ∈ JSk , then
�f

�z
∈ JSk+1.

3.4. Fundamental examples. The results of this section are summarized in Table 1 on the next
page.
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Function Weight
Depth
(s1, s2) Qs1,s2

℘ 2 (0,0) ℘

�z℘ 3 (0,0) �z℘
e4 4 (0,0) e4
E1 1 (0,1) 2iπ
e2 2 (1,0) −2iπ

Table 1. Fundamental examples of singular quasi-Jacobi forms.

3.4.1. Quasimodular forms. As mentioned in Paragraph 2.3.2, we identify from now on any
function f : H → C with the function f : H×C→ C defined by f (τ,z) = f (τ). Through this
identification, any modular form of weight k is a singular quasi-Jacobi form of weight k and
depth (0,0). The n-th derivative (with respect to τ) of a modular form of weight k is then a
singular quasi-Jacobi form of weight k+2n and depth (n,0). Similarly, e2 is a singular quasi-Jacobi
form of weight 2 and depth (1,0) with Q1,0 (e2) = −2iπ. Since the algebra of quasimodular forms
is generated by the modular forms e4 and e6 and by the quasimodular form e2, we have thus
shown that all quasimodular forms are singular quasi-Jacobi forms.

3.4.2. The first shifted Eisenstein function. The shifted Eisenstein series of weight 1 is the series
defined on H×C by

E1(τ,z) = lim
M→+∞

M∑
m=−M

 lim
N→+∞

N∑
n=−N

m=0⇒n,0

1
z+m+nτ


[24, Chapter III, §2]. This function is well-defined and admits a Laurent series expansion

E1(τ,z) =
1
z
−

+∞∑
n=0

e2n+2(τ)z2n+1 (39)

with the series converging on any punctured open disk centered at z = 0 with a radius less
than |τ | (see [24, Chapter III, eq. (9)]). It satisfies the equation:

∀A ∈ SL(2,Z)⋉Z
2 E1 |1A = E1 +2iπY(A)

[5, Lemma 1]4; the function z 7→ E1(τ,z) is meromorphic, with its poles located at the lattice
points Z + τZ, and they are simple. Thus, the function E1 is a singular quasi-Jacobi form of
weight 1 and depth (0,1).

Remark 20. We use Weil’s convention from [23], reserving uppercase letters for functions intrin-
sically depending on two variables and lowercase letters for functions intrinsically depending
on one variable. The function E1 and the generalizations obtained by replacing z +m+ nτ by
(z+m+nτ)k are particular cases of what Charollois & Sczech [4] call Kronecker–Eisenstein series.
Our function E1 is their function K∗(z,0,1, τ) = Ser(0,0, z,τ).

Lemma 21. The functions ℘, �z℘, e4, E1, and e2 are algebraically independent.

4In this work, J1 was used to denote what we refer to here as 1
2iπ E1.
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Proof. Thanks to Theorem 8, it is enough to show that if k, s1, and s2 are integers and if the fj1,j2
are singular Jacobi forms of weight k − j1 − 2j2 such that

s1∑
j1=0

s2∑
j2=0

fj1,j2 Ej1
1 ej22 = 0 (40)

then, all the fj1,j2 are zero. Suppose by contradiction that one is non-zero, we can assume it
is fs1,s2

. Then, the left-hand side of (40) has depth (s1, s2). By uniqueness of depth, we deduce
that s1 = s2 = 0 since the right-hand side has zero depth, then all the fj1,j2 are zero. □

3.5. Structure. Section 3.4 shows C[℘,�z℘,e4,E1,e2] ⊆ JS∞. The objective of this section is to
show the equality of the two algebras.

The proof is based on the following lemma.

Lemma 22. Let f be a singular quasi-Jacobi form of weight k and depth (s1, s2). Then Qs1,s2
(f ) is a

singular Jacobi form of weight k − 2s1 − s2.

Proof. If A and B are two elements of SL(2,Z)⋉Z
2, we have on the one hand

f |k(AB) =
s1∑
x=0

s2∑
y=0

Qx,y(f )X(AB)x Y(AB)y (41)

and on the other hand

f |k(AB) = (f |kA) |kB =
s1∑

j1=0

s2∑
j2=0

(
Qj1,j2(f )|k−2j1−j2B

)
(X(A)|2B)j1 (Y(A)|1B)j2 .

To transform this latter equality, we use Proposition 12 to obtain

f |k(AB) =
s1∑
x=0

s2∑
y=0

 s1∑
j1=x

s2∑
j2=y

(
j1
x

)(
j2
y

)
(−X(B))j1−x (−Y(B))j2−y

(Qj1,j2(f )|k−2j1−j2B
)

X(AB)x Y(AB)y . (42)

Comparing the coefficients of X(AB)s1 Y(AB)s2 in (41) and (42), we find

Qs1,s2
(f )|k−2s1−s2

B = Qs1,s2
(f ).

Since Qs1,s2
(f ) is singular, we deduce that Qs1,s2

(f ) is a singular Jacobi form of weight k −2s1 −
s2. □

Theorem 23. The algebra of singular quasi-Jacobi forms is generated by the functions ℘,�z℘,e4,E1
and e2. Thus, we have

JS∞ = C[℘,�z℘,e4,E1,e2].

Proof. We have shown (see Theorem 8) that JS = C[℘,�z℘,e4]. Let f ∈ JS≤s1,s2
k , and set

g = f − (−1)s1

( 1
2iπ

)s1+s2

Qs1,s2
(f )es1

2 Es2
1 .

Then
(1) g ∈ JS≤s1−1,s2

k + JS≤s1,s2−1
k ;

(2) Qs1,s2
(f ) ∈ JSk−2s1−s2

⊂C[℘,�z℘,e4] according to Lemma 22, so g−f ∈C[℘,�z℘,e4,E1,e2].
Based on Remark 15, by induction on s1 + s2, we obtain

∀k ∈Z≥0 ∀(s1, s2) ∈Z2
≥0 JS≤s1,s2

k ⊆C[℘,�z℘,e4,E1,e2].

According to Lemma 21, JS∞ is therefore the polynomial algebra C[℘,�z℘,e4,E1,e2]. □
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3.6. Remarkable subalgebras. The results of this section are summarized in Figure 1 on the
facing page.

3.6.1. Quasi-Jacobi forms of quasielliptic type.

Definition 24. We call a quasi-Jacobi form of quasielliptic type of weight k and depth s any singular
quasi-Jacobi form of weight k and depth (0, s).

We denote by JS0,≤s
k the vector space of such forms of depth less than or equal to s. We define

JS0,∞ =
∞⊕
k=0

⋃
s≥0

JS0,≤s
k , which we will call the set of quasi-Jacobi forms of quasielliptic type in the

following.
Thanks to Theorem 23, this is a polynomial algebra:

JS0,∞ = C[℘,�z℘,e4,E1].

We have M ⊂ JS ⊂ JS0,∞ ⊂ JS∞.
Equation (45) shows that JS0,∞ is not stable under the modular derivation

�τ =
π
2i

�

�τ
.

According to equations (23) and (39), we have

�E1

�z
= −℘− e2, (43)

and therefore JS0,∞ is not stable under the elliptic derivation

�z =
�

�z
.

Table 2 on page 18 summarizes the stability of the various algebras involved under the various
derivations with introduced.

3.6.2. Quasi-Jacobi forms of quasimodular type.

Definition 25. We call a quasi-Jacobi form of quasimodular type of weight k and depth s any
singular quasi-Jacobi form of weight k and depth (s,0).

We denote by JS≤s,0k the vector space of such forms of depth less than or equal to s. We define

JS∞,0 =
∞⊕
k=0

⋃
s≥0

JS≤s,0k , which we will call the set of quasi-Jacobi forms of quasimodular type in

the following.
Thanks to Theorem 23, this is a polynomial algebra:

JS∞,0 = C[℘,�z℘,e4,e2].

We have M ⊂ JS ⊂ JS∞,0 ⊂ JS∞ and M ⊂M∞ ⊂ JS∞,0 ⊂ JS∞.
By Remark 19, the algebra JS∞,0 is stable under the derivation �z. Equation (45) shows that it

is not stable under the derivation �τ .

3.7. Fundamental differential equations.
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JS∞ = C[℘,�z℘,e4,E1,e2]

JS0,∞ = C[℘,�z℘,e4,E1] JS∞,0 = C[℘,�z℘,e4,e2]

JS = C[℘,�z℘,e4] M∞ = C[e4,e6,e2]

M = C[e4,e6]

Figure 1. Remarkable Subalgebras.

3.7.1. Oberdieck derivation.

Definition 26. We define a derivation on the algebra JS∞ of singular quasi-Jacobi forms by
extending the following definition by linearity:

for any form f ∈ JS∞k , Ob∗(f ) = 4�τ (f ) + E1 �z(f )− k e2 f .

We call this derivation the Oberdieck derivation.

Remark 27. We have Ob∗ = 4π2 Ob where Ob is defined in [5]. The name refers to the work of
Georg Oberdieck [15]. The restriction of Ob∗ to M is the Serre derivation.

The derivation Ob∗ by definition maps JS≤s1,s2
k into JS≤s1+1,s2+1

k+2 . We have the following more
precise proposition:

Proposition 28. (1) The derivation Ob∗ maps JS≤s1,s2
k into JS≤s1+1,s2

k+2 .
(2) The algebra JS is stable under Ob∗: the image under Ob∗ of any singular Jacobi form of weight

k is a singular Jacobi form of weight k + 2.

Proof. Let f ∈ JS∞k . Using Proposition 18, we see that

Qj1,j2(Ob∗(f )) = 4�τ (Qj1,j2(f )) + E1 �z(Qj1,j2(f ))− k e2 Qj1,j2(f ) + 2iπ(j1 + j2 − 1)Qj1−1,j2(f )

+ (j2 + 1)E1 Qj1−1,j2+1(f ). (44)

If f ∈ JS≤s1,s2
k , then Qj1,s2+1(f ) = 0 for all j1, hence Ob∗(f ) ∈ JS≤s1+1,s2

k+2 .
If f ∈ JSk , we have Q1,0 (Ob∗(f )) = 0, which shows that Ob∗(f ) ∈ JSk+2. □

Remark 29. According to Proposition 28, the Oberdieck derivation stabilizes JS∞,0. However, as
we will see in equation (51), it does not stabilize JS0,∞.

3.7.2. Applications. The general results from the previous sections allow us, by explicitly calcu-
lating the images under derivation of the generators ℘,�z℘,e4,E1,e2, to determine differential
relations among these generators.

The function ℘ is a singular Jacobi form of weight 2, and Ob∗(℘) is therefore a singular Jacobi
form of weight 4; thanks to Proposition 9, the dimension of JS4 is 2, with a basis being (℘2,e4).
By equating the coefficients of 1/z4 and the constant term, we find

Ob∗(℘) = −2(℘2 − 10e4).
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�z �τ Ob∗

M yes no yes

JS yes no yes

M∞ yes yes yes

JS0,∞ no no no

JS∞,0 yes no yes

JS∞ yes yes yes
Table 2. Stability of algebras under three derivations.

From this, we deduce

−4�τ ℘ = E1 �z℘+ 2℘2 − 2e2℘− 20e4 . (45)

Equating the coefficients of z2n for all n ≥ 1 then leads to

2(2n+ 1)�τ e2n+2

= (n+ 1)(2n+ 1)e2n+2 e2−(n+ 2)(2n+ 5)e2n+4 +
∑

a≥1,b≥1
a+b=n

(2a+ 1)(a− 2b − 1)e2a+2 e2b+2 . (46)

In particular, for n = 1 and n = 2 (and considering the equality e8 = 3
7 e2

4, which is a consequence
of the fact that the space of modular forms of weight 8 is of dimension 1), we recover using (31)
the equations of Ramanujan

�τ e4 = e4 e2−
7
2

e6 (47a)

= − 1
10

℘3 +
1

40
(�z℘)2 +

3
2
℘e4 +e4 e2 (47b)

�τ e6 =
3
2

e6 e2−
15
7

e2
4 . (47c)

In particular,

Ob∗(e4) = −14e6 = −2
5
℘3 + 6℘e4 +

1
10

(�z℘)2 . (48)

Thanks to Remark 19, the function �2
z ℘ is a singular Jacobi form of weight 4 and thus a linear

combination of ℘2 and e4. By equating the terms in z−4 and the constant terms of the Laurent
series expansion, we obtain:

�2
z ℘ = 6(℘2 − 5e4). (49)

The function �z℘ is a singular Jacobi form of weight 3, and Ob∗(�z℘) is therefore a singular
Jacobi form of weight 5; the space JS5 has dimension 1 spanned by ℘�z℘. By equating the
coefficients of 1/z5, we find

Ob∗(�z℘) = −3℘�z℘

from which we deduce

�τ �z℘ =
3
2

(5e4−℘2)E1 +
3
4

(−℘+ e2)�z℘. (50)
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By Proposition 28, Ob∗(E1) ∈ JS≤1,1
3 . We have Q1,1 (Ob∗(E1)) = −4π2, then Q1,0 (Ob∗(E1)) =

2iπE1 = Q1,0(−E1 e2) and Q0,1 (Ob∗(E1)) = −2iπe2 = Q0,1(−E1 e2); we conclude that Ob∗(E1) +
E1 e2 ∈ JS3 = C�z℘. Finally,

Ob∗(E1) =
1
2 �z℘−E1 e2 . (51)

It follows that JS0,∞ is not stable under Ob∗. Given (43), we then obtain

4�τ E1 = E1 e2 +℘E1 +
1
2 �z℘. (52)

Similarly, Ob∗(e2) ∈ JS≤2,0
4 . By (44), Q2,0 (Ob∗(e2)) = 4π2 = Q2,0(−e2

2), then Q1,0 (Ob∗(e2)) =
4iπe2 = Q1,0(−e2

2). We deduce that Ob∗(e2) + e2
2 ∈ JS4 = C℘2 +Ce4. The z-dependence shows that

Ob∗(e2) + e2
2 ∈ Ce4, and the calculation of the first Fourier coefficient allows us to recover the

image of e2 under the Serre derivation:

Ob∗(e2) = −e2
2−5e4, (53)

and thus the equation of Ramanujan

�τ e2 =
1
4

(
e2

2−5e4

)
. (54)

4. Rankin-Cohen brackets and formal deformations

This section is dedicated to the construction of formal deformations (see [12, Chapter 13], [6,
§ 1.1]) of the various quasi-Jacobi form algebras studied previously.

4.1. Rankin-Cohen brackets of quasi-Jacobi forms of quasielliptic type. According to Propo-
sition 18, the modular derivation �τ of JS∞ is homogeneous of degree 2 for this grading:
�τ (JS∞k ) ⊆ JS∞k+2 for all k ≥ 0. We can then define a formal deformation of JS∞ in the style
of formal Rankin-Cohen brackets as defined in [6].

Proposition 30. Consider the sequence ([ , ]n)n≥0 of applications from JS∞ × JS∞ to JS∞ defined by
bilinear extension of

[f ,g]n =
n∑

r=0

(−1)r
(
k +n− 1
n− r

)(
ℓ +n− 1

r

)
�rτ (f )�n−rτ (g) (55)

for all f ∈ JS∞k , g ∈ JS∞ℓ . Then:
(i) [JS∞k , JS∞ℓ ]n ⊆ JS∞k+ℓ+2n for all n,k,ℓ ≥ 0.

(ii) The sequence ([ , ]n)n≥0 is a formal deformation of JS∞.
(iii) The subalgebra M is stable under the applications [ , ]n, with their restriction coinciding

with the classical Rankin-Cohen brackets on modular forms.

Proof. Points (i) and (ii) follow from a direct application of the general algebraic result of [6,
Proposition 3]. Point (iii) is the classical result proven, for example, in [26, §5.2]. □

We have seen in § 3.6.1 that the subalgebra JS0,∞ is not stable under the derivation �τ .
However, it is stable under the deformation above.

Theorem 31. The subalgebra JS0,∞ is stable under the sequence of Rankin-Cohen brackets ([ , ]n)n≥0.

Proof. We use the general method of extension-restriction formulated in Theorem 6 of [6]. We
consider the inclusion A ⊂ R where we denote R = JS∞ and A = JS0,∞. We denote by δ the
derivation of R defined by multiplication by half the weight, that is defined by linear extension
of

δ(f ) = k
2 f for all f ∈ JS∞k . (56)
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We further introduce the derivation of R defined by

θ = 1
4 (Ob∗−E1 �z) = �τ −1

2e2δ. (57)

It is clear that δ(A) ⊆ A. Furthermore, A = JS[E1], the derivations �z and Ob∗ stabilize JS by
Table 2 on page 18, hence θ(JS) ⊆ A and

θ(E1) =
1
8

(�z℘+ 2℘E1)

thanks to (43) and (51). We deduce that θ(A) ⊆ A.
Moreover, the derivation θ is homogeneous of degree 2 for the grading defined by the weight

on R and we have
δθ −θδ = θ. (58)

We set x = 1
4 e2, which satisfies x ∈ R and x < A. It satisfies δ(x) = x and (53) shows that

θ(x) = −x2 − 5
16 e4. Setting h = − 5

16 e4, we have h ∈ A with δ(h) = 2h and θ(x) = −x2 + h.
We are thus exactly in the conditions for applying Theorem 6 of [6] with �τ = θ + 2xδ,

and we conclude that the sequence (CM�τ ,δ
n )n≥0 of Connes-Moscovici brackets associated with

the two derivations �τ and δ defines by restriction to A a formal deformation of A. These
brackets are none other than the Rankin-Cohen brackets ([ , ]n)n≥0 as verified by an immediate
combinatorial calculation (see, for example, the proof of Proposition 3 of [6]). □

Corollary 32. The sequence ([ , ]n)n≥0 is a formal deformation of JS0,∞, which extends the sequence
of classical Rankin-Cohen brackets on modular forms.

Remark 33. The subalgebras JS∞,0 and JS are not stable under the brackets [ , ]n. For example,
it follows from (45) and (47a) that [e4,℘]1 is of depth (0,1), hence it does not belong to either of
these subalgebras. In the following, we construct a formal deformation of JS which extends the
classical Rankin-Cohen brackets on modular forms.

4.2. Rankin-Cohen brackets of singular Jacobi forms. We start by establishing a variant of
Proposition 30 by introducing in JS∞ the derivation

d = �τ +
1
4

E1 �z =
1
4

Ob∗+
1
2

e2 δ (59)

where δ is defined by the formula (57).

Proposition 34. Consider the sequence (⟦ , ⟧n)n≥0 of applications from JS∞ × JS∞ to JS∞ defined by
bilinear extension of

⟦f ,g⟧n =
n∑

r=0

(−1)r
(
k +n− 1
n− r

)(
ℓ +n− 1

r

)
dr (f )dn−r (g) (60)

for all f ∈ JS∞k , g ∈ JS∞ℓ . Then:
(i) ⟦JS∞k , JS∞ℓ ⟧n ⊂ JS∞k+ℓ+2n for all n,k,ℓ ≥ 0.

(ii) The sequence (⟦ , ⟧n)n≥0 is a formal deformation of JS∞.
(iii) The subalgebra M is stable under the applications ⟦ , ⟧n, their restriction coinciding with

the classical Rankin-Cohen brackets on modular forms.

Proof. The derivation d is homogeneous of degree 2. Therefore, it suffices once again to apply
Proposition 3 from [6]. □

The algebra JS is not stable under the derivation d; in fact, it is stable under Ob∗ but does not
contain e2. However, it is stable under the above deformation.

Theorem 35. The subalgebra JS is stable under the sequence of Rankin-Cohen brackets (⟦ , ⟧n)n≥0.
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Proof. We reuse the structure of the proof of Theorem 31, with A ⊂ R for R = JS∞ and A = JS.
This time we introduce the derivation of R defined by θ′ = 1

4 Ob∗. According to Proposition 28,
we have δ(A) ⊂ A and θ′(A) ⊂ A.

Since θ′ is homogeneous of degree 2, we again have

δθ′ −θ′δ = θ′ . (61)

The same elements x = 1
4 e2 and h = − 5

16 e4 satisfy

h ∈ A, x ∈ R, x < A, δ(x) = x, δ(h) = 2h, θ′(x) = −x2 + h.

Thus, we conclude in exactly the same way by applying Theorem 6 from [6], this time with
d = θ′ + 2xδ, so that the sequence (CMd,δ

n )n≥0 of Connes-Moscovici brackets associated with the
two derivations d and δ defines by restriction to A a formal deformation of A that coincides with
the sequence of Rankin-Cohen brackets (⟦ , ⟧n)n≥0 considered here. □

Corollary 36. The sequence (⟦ , ⟧n)n≥0 is a formal deformation of JS, which extends the sequence of
classical Rankin-Cohen brackets on modular forms.

Remark 37. The construction of the brackets (60) and the stability of JS are demonstrated
differently in [13, Proposition 2.15].

Remark 38. According to Remark 33, the subalgebra JS∞,0 is not stable under ([ , ]n)n≥0. How-
ever, it is trivially stable under (⟦ , ⟧n)n≥0, since JS∞,0 is stable under Ob∗. It is shown that
⟦E1,e4⟧1 has modular depth 1 (for example, using (48) and (51)), so that JS0,∞ is not stable under
(⟦ , ⟧n)n≥0.

Remark 39. The construction of Rankin-Cohen brackets in Propositions 30 and 34 relies on
the relations (58) and (61) satisfied for the derivations used. A very different construction of
a formal deformation of the algebra JS∞ is proposed in what follows, using the derivations �τ
and �z, which satisfy �τ ◦�z = �z ◦�τ .

4.3. Transvectants of quasi-Jacobi forms of quasimodular type.

Proposition 40. Consider the sequence ({ , }n)n≥0 of bilinear applications from JS∞ × JS∞ to JS∞

defined by

{f ,g}n =
n∑

r=0

(−1)r
(
n
r

)
�n−rτ �rz(f )�rτ �

n−r
z (g) f ,g ∈ JS∞ (62)

(i) The sequence (
1
n!
{ , }n)n≥0 is a formal deformation of JS∞.

(ii) {JS∞k , JS∞ℓ }n ⊂ JS∞k+ℓ+3n for all n,k,ℓ ≥ 0.

Proof. Point (i) is a classical result in invariant theory corresponding to the associativity of the
Moyal product (see for example [17, Proposition 5.20]). Point (ii) follows from the fact that �τ
and �z are homogeneous of degrees 2 and 1 respectively. □

Remark 41. We recall the following two general properties of transvectants used subsequently.
On one hand, they satisfy the recurrence relation:

{f ,g}n+1 = {�τ f ,�z g}n − {�z f ,�τ g}n (63)

initialized by the fact that { , }0 is the product in JS∞ × JS∞, and { , }1 is the Poisson bracket
�τ ∧�z:

{f ,g}0 = f g and {f ,g}1 = �τ (f )�z(g)− �z(f )�τ (g).
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On the other hand, the associativity of the star product defined on JS∞[[ℏ]] from

∀(f ,g) ∈ JS∞ × JS∞ f ⋆ g =
∑
n≥0

1
n!
{f ,g}nℏn (64)

is equivalent to:

∀(f ,g,h) ∈ JS∞ × JS∞ × JS∞
n∑

r=0

(
n
r

)
{{f ,g}r ,h}n−r =

n∑
r=0

(
n
r

)
{f , {g,h}r }n−r . (65)

We have seen in § 3.6.2 that JS∞,0 is stable under �z but not under �τ . However, it is stable
under the transvectants, as we will see below. The proof requires some preliminary technical
results.

Lemma 42. Consider the derivation d = �τ + 1
4 E1 �z of JS∞; we have:

(i) d(f ) ∈ JS∞,0 and {f ,g}1 ∈ JS∞,0 for all f ,g ∈ JS∞,0;
(ii) d(E1) ∈ JS∞,0 and {f ,E1}1 ∈ JS∞,0 for all f ∈ JS∞,0.

Proof. We have already considered in (59) the derivation d =
1
4

Ob∗+
1
2

e2 δ. The algebra JS∞,0 =

JS[e2] is stable under Ob∗ according to § 3.7.2, and thus it is stable under d. We compute for all
f ,g ∈ JS∞,0:

{f ,g}1 = �τ (f )�z(g)− �z(f )�τ (g) = d(f )�z(g)− �z(f )d(g) ∈ JS∞,0

since JS∞,0 is stable under d and under �z according to § 3.6.2.
It follows from (51) that

d(E1) = 1
8 �z℘ ∈ JS ⊆ JS∞,0. (66)

Finally, thanks to (43):

{f ,E1}1 = d(f )�z(E1)− d(E1)�z(f ) = −(℘+ e2)d(f )− 1
8 �z(f )�z℘ ∈ JS∞,0.

□

Remark 43. For any n ∈Z≥0, we have d(En
1) = n

8 (�z℘)En−1
1 ∈ JS0,∞ = JS[E1]. However, JS0,∞ is not

stable under d since, for example, d℘ = 1
4 Ob∗(℘) + 1

2℘e2 with Ob∗(℘) ∈ JS (see Proposition 28)
and ℘e2 < JS0,∞.

Lemma 44. Let n ≥ 1 be an integer satisfying the following two properties:

(H1) for all f ,g ∈ JS∞,0, we have {f ,g}n ∈ JS∞,0;
(H2) for all f ,g ∈ JS∞,0, we have {f E1, g}n − {f ,g E1}n ∈ JS∞,0.

Then, for all f ,g ∈ JS∞,0, we have {f ,g}n+1 ∈ JS∞,0 and {f ,E1}n+1 ∈ JS∞,0.

Proof. By the recurrence formula (63), we have

{f ,g}n+1 = {�τ f ,�z g}n − {�z f ,�τ g}n
= −1

4 ({�z(f )E1,�z(g)}n − {�z(f ),�z(g)E1}n) + ({d(f ),�z(g)}n − {�z(f ),d(g)}n) .

Now, {�z(f )E1,�z(g)}n − {�z(f ),�z(g)E1}n ∈ JS∞,0 according to hypothesis (H2) applied to the
elements �z(f ) and �z(g) of JS∞,0. Similarly, since d(f ) and d(g) belong to JS∞,0 according to
Lemma 42, the difference {d(f ),�z(g)}n − {�z(f ),d(g)}n is also an element of JS∞,0 by hypoth-
esis (H1). We conclude that {f ,g}n+1 ∈ JS∞,0. The same argument applies to f ∈ JS∞,0 and
g = E1 since �z(E1) and d(E1) are elements of JS∞,0 according to (43) and (66). We thus have
{f ,E1}n+1 ∈ JS∞,0, which completes the proof. □
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Lemma 45. For any n ≥ 1 and all f ,g ∈ JS∞, we have:

{f E1, g}n − {f ,g E1}n = f {E1, g}n + (−1)n−1g{E1, f }n

−
n−1∑
i=1

(
n
i

)(
{{f ,E1}i , g}n−i + (−1)n−1{{g,E1}i , f }n−i

)
.

Proof. On one hand, we can rewrite each product as a bracket { , }0, on the other hand, for all
0 ≤ j ≤ n, the bracket { , }j is (−1)j-symmetric. The desired equality can thus be reformulated
as

{{f ,E1}0, g}n − {f , {E1, g}0}n = {f , {E1, g}n}0 − {{f ,E1}n, g}0

−
n−1∑
i=1

(
n
i

)
{{f ,E1}i , g}n−i +

n−1∑
i=1

(
n
i

)
{f , {E1, g}i}n−i

that is,
n∑
i=0

(
n
i

)
{{f ,E1}i , g}n−i =

n∑
i=0

(
n
i

)
{f , {E1, g}i}n−i .

According to (64) and (65), this identity translates the equality (f ⋆ E1)⋆ g = f ⋆ (E1 ⋆g). This last
equality holds for all f and g in JS∞ due to point (i) of Proposition 40. □

Lemma 46. We have {f ,g}n ∈ JS∞,0 and {f ,E1}n ∈ JS∞,0 for all n ≥ 1 and all f ,g ∈ JS∞,0.

Proof. We proceed by induction on n. The case n = 1 is shown in Lemma 42. If the property is true
for all 1 ≤ i ≤ n, Lemma 45 then shows that for all f ,g ∈ JS∞,0, we have {f E1, g}n−{f ,g E1}n ∈ JS∞,0.
We conclude with Lemma 44 that {f ,g}n+1 ∈ JS∞,0 and {f ,E1}n+1 ∈ JS∞,0 for all f ,g ∈ JS∞,0. □

We have thus proven that:

Theorem 47. The sequence (
1
n!
{ , }n)n≥0 is a formal deformation of JS∞,0.

Proof. This follows immediately from the above lemma and point (i) of Proposition 40. □

Remark 48. The subalgebras JS0,∞ and JS are not stable under ({ , }n)n≥0 since, for example,
{e4,℘}1 < JS0,∞ according to (47b). The brackets { , }n vanish on M for all n ≥ 1. The Poisson
structure on JS∞,0 defined by the bracket { , }1 is studied in [27]. We summarize the situation
on page 24.

Remark 49. With point (ii) of Proposition 40, Theorem 47 allows us to construct, starting from
two quasi-Jacobi forms of quasimodular type with respective weights k and ℓ, a new form in JS∞,0

of weight k + ℓ + 3n, for all n ≥ 0. This is a process comparable to that obtained in Sections 4.1
and 4.2 with the Rankin-Cohen brackets on quasi-Jacobi forms of quasielliptic type and on
elliptic forms, the increase in weight being 2n in those cases.

Remark 50. The original goal of this study was the construction of formal deformations on an
algebra containing elliptic functions obtained from the Weierstraß function and its derivative.
This motivated us to introduce the algebra C[℘,�z℘,e4] and subsequently C[℘,�z℘,e4,E1,e2] in
order to achieve stability under differentiation. It is then natural to consider the algebras that we
have called quasimodular-type and elliptic-type. A shift in context consists in taking as a starting
point the notion of Jacobi forms with possibly nonzero index, possibly defined on a subgroup of
the Jacobi group, and then seeking to construct formal deformations in this setting. This work
remains to be done.



24 F. DUMAS, F. MARTIN, AND E. ROYER

Appendix A. Stability of the different algebras under the different brackets
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Appendix B. Dimensions of the subspaces of quasi-Jacobi forms of index zero

Let k be an integer, we define P(k) = 1+(−1)k

2 and I(k) = 1−(−1)k

2 .

Theorem 51. Let k ≥ 0 be an integer. The dimensions dS(k) of JSk , d0,∞
S (k) of JS0,∞

k , d∞,0
S (k) of JS∞,0

k ,
and d∞S (k) of JS∞k are given by

dS(k) =
107
288

+
3

16
k +

1
48

k2 +
9

32
(−1)k +

1
16

(−1)kk +
1
8

(P(k) + I(k)i) ik +
1
9

(
jk + j2k

)
d0,∞

S (k) =
175
288

+
15
32

k +
5

48
k2 +

1
144

k3 +
5

32
(−1)k +

1
32

(−1)kk +
1
8

P(k)ik +
1

27
(1− j)jk +

1
27

(2 + j)j2k

d∞,0
S (k) =

121
288

+
55

192
k +

11
192

k2 +
1

288
k3 +

13
32

(−1)k +
11
64

(−1)kk +
1

64
(−1)kk2 +

1
16

(P(k) + I(k)i) ik

+
1

27
(2 + j)jk +

1
27

(1− j)j2k

d∞S (k) =
4267
6912

+
55
96

k +
199

1152
k2 +

1
48

k3 +
1

1152
k4 +

63
256

(−1)k +
3

32
(−1)kk +

1
128

(−1)kk2

+
1

16
P(k)ik +

1
27

(
jk + j2k

)
where j = exp(2iπ/3).

Proof. Using the same argument as in Proposition 9, the generating series for the dimensions are∑
k∈Z≥0

dS(k) · zk =
1

(1− z2)(1− z3)(1− z4)
,

∑
k∈Z≥0

d0,∞
S (k) · zk =

1
(1− z)(1− z2)(1− z3)(1− z4)

,

∑
k∈Z≥0

d∞,0
S (k) · zk =

1
(1− z2)2(1− z3)(1− z4)

and ∑
k∈Z≥0

d∞S (k) · zk =
1

(1− z)(1− z2)2(1− z3)(1− z4)
.

The partial fraction decomposition of the right-hand side justifies that the dimensions are of
the form

P1(k) + P−1(k)(−1)k + Pi(k)ik + P−i(k)(−i)k + Pj(k)jk + Pj2(k)j2k

where the Pξ are polynomials whose degree is strictly bounded by the valuation of z − ξ in
the denominator of the generating function (see for example [20, Theorem 4.4.1]). These
polynomials are easily determined by the beginning of the series expansion. We used PARI/GP

for our calculations [21]. □

From the formulas in Theorem 51, we can derive polynomial formulas with rational coeffi-
cients in each class of weight modulo 12. Such formulas allow us to obtain “compact” expressions
for the dimensions similar to equality (28) in Proposition 9, for instance

d0,∞
S (k) =

∥∥∥∥∥∥∥ 1
144

k3 + 15k2 +

72k + 144 if k is even
63k + 65 otherwise


∥∥∥∥∥∥∥.
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However, such a formula is somewhat artificial, particularly because it is not unique in its form.
For example, we also have

d0,∞
S (k) =

∥∥∥∥∥∥∥k + 3
144

(k + 6)2 if k is even
(k + 3)(k + 9) otherwise

∥∥∥∥∥∥∥.
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